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EXECUTIVE SUMMARY 

Trip purpose is crucial to travel behavior modeling and travel demand estimation for 

transportation planning and investment decisions. However, the spatial-temporal complexity of 

human activities makes the prediction of trip purpose a challenging problem. With the increasing 

advance of the Information Communication Technology (ICT), tremendous social media data 

becomes available. The goal of this report is to model and predict trip purpose with social media 

data. 

In order to achieve the goal of this report, first, this report provides a new approach to match 

Point of Interests (POIs) from Google Places API with Twitter data. Therefore, the popularity of 

each POI can be obtained. Moreover, a Bayesian Neural Network is employed to model the trip 

dependence within each individual’s daily trip chain and infer the trip purpose. In addition, to 

tackle the computational challenge in BNN, Elastic Net is implemented for feature selection before 

classification task. In addition, we also propose a Dynamic Bayesian Network for modeling and 

predicting trip purpose. 

Major findings are summarized as follows: 

1. We introduce a novel information retrieval method to match tweet with nearby 

Google Place Points of Interests (POIs) for trip prediction. The results show that our 

proposed method can reach up to 90% accuracy, whereas Foursquare tweet based 

method can only acquire 2%~16% accuracy. 

2. This study purposes a Dynamic Bayesian Network to model and predict trip purpose. 

Extensive experiments were conducted on real-world data sets, this method can 

achieve approximate 64% in average accuracy. This algorithm is more accurate when 

predict “shopping” activities, and the accuracy can be achieved as high as 80%. 

3. This report implements a feature selection method with Elastic Net. Total 29 features 

out of 45 are selected for modeling. The feature selection procedure is essential in a 

sense that it remarkably reduces the running time of BNN by 75%, from 60 minutes 

to 15 minutes. 
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4. This study employs a Bayesian Neural Network to model trip purpose. And the BNN 

models outperform other prevailing algorithms. the BNN models can score the 

highest average accuracy which is almost 70%. Moreover, they can achieve 

extremely high performance for education activities which is approximate 92%, 

whereas other algorithms only reach low accuracy. As a result, BNN model is very 

powerful in the prediction of trip purpose. 

5. It is found that trip duration is one of the most important features in the model. 

Therefore, the trip duration is a significant factor to infer the trip purpose. The 

accuracy will be deducted up to 9% without this feature. 

6. The features from Google Places are also very significant. Further, the Twitter-related 

features will also improve prediction accuracy by itself. If we remove Google Places 

and Twitter-related features, the accuracy will decrease by 8% and 2%, respectively. 

However, if both are missing, the accuracy will decrease by almost 16%. Therefore, 

Google Places and Twitter data are essential to improve the accuracy of predicting 

trip purpose. 

Major application areas are summarized as follows: 

1. This can be utilized in activity-based travel demand modeling. Our method 

provides better results while predicting the trip purpose given a location. It can further 

enhance the accuracy of demand forecasting. 

2. This can also be implemented in survey labeling assistance. Whenever a user 

finishes an activity, the survey labeling assistance service can give out three 

predictions, ordered by their probability. Then users can just choose the correct one 

instead of filling the survey.  

3. Our research also can be applied to the online recommendation. Once the user 

inputs a destination in the online recommendation system, the proposed method can 

provide a prediction what the user might do in that location. Based on the predicted 

activity, we can recommend shops or display corresponding advertisements to the 

user. 
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To disseminate the outcome of this project, we have delivered two conference presentations: 

2017 Joint Statistical Meeting (invited talk) and 2017 IEEE Big Data, one peer reviewed 

conference paper to be published in 2017 IEEE Big Data (acceptance rate 20%), and one journal 

paper submission to IEEE Transactions on Intelligent Transportation Systems (impact factor 3.72). 
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 INTRODUCTION 

Trip purpose is crucial to understanding travel behavior and estimating travel demand for 

transportation planning and investment decisions. Travel behaviors and travel patterns have 

become more and more temporally and spatially diverse and varied in past decades. This 

phenomenon is a synthetic consequence of a range of factors, for instance, increasing household 

car ownership, the growing number of double-income families, and the rising diversity of working 

time and places with the appearance of part-time work and work from home [1]. In order to capture 

this variation, a collection of reliable data is essential to acquire detailed travel information. 

Household travel survey is a widely used and traditional method. Conventional household travel 

surveys are composed of 1-day or multiple-day travel diaries of sampled households. Households 

are selected according to the proportion of certain groups of the same socio-demographic 

population. This subsample can reflect similar travel behaviors as the entire population. Even 

though household travel surveys are just a subsample of a population, this method is both high-

expenditure and time consuming due to the large population base.  

Trip purpose prediction was studied through several methods, and previous studies mainly 

used land use, temporal information, and socio-demographics obtained from household travel 

surveys. However, major challenges still widely exist. The existing methods simply lack detailed 

nearby Point of Interests (POIs) and the historical choices from other travelers. 

Recently, ubiquitous various sensors can capture an enormous amount of passive temporal-

spatial data. Each sensor has its own advantages and disadvantages. Compared to Call detail 

records (CDR) [2] [3], Wi-Fi, RFID [4],  GPS is a better way to collect travel survey data since 

GPS devices can generate data every second with relatively high location accuracy. In this way, 

more reliable data can be collected and less burden imposed on participants.  

On the other hand, social media is an emerging tool which allows people to create, share or 

exchange information and ideas by using texts, images or videos in a virtual community platform. 

Using social media to keep in touch with friends is a major method of communication among 

modern people. Since cell phones have developed to give people easy access to social media 

whenever they want, this enables users to generate spatial-temporal information immediately. 

Social media become more and more prevalent and ubiquitous. Not only young people are willing 

to share their moments and moods with their friends through social media, elder people are fond 
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of it to record their wonderful life and reconnect with friends for years [5]. Merchants (e.g. Yelp) 

offer varying degree of discount or gift when individuals check-in or post messages related to them 

makes users willing to provide location related information on social media. Individuals are also 

enthusiastic about checking in some smartphone apps (Foursquare Swarm) which can collect 

diverse medals or rewards and compete with their friends.  

In addition to social media, Point of Interests (POIs) are favorable to extract land use 

information. They can be obtained from online location-based search and discovery services. For 

instance, Google Places Application Programming Interface (API) [6], searches POIs according to 

input place names or locations and search radius. The API will return detailed information about 

that place (category, location, opening hours and so on), or all detailed information of POIs within 

the search area of that location. With this method, we can not only query POIs in real time and 

identify trip purpose automatically, but also reduce the burden of individuals filling out traditional 

household travel surveys. In this report, we employ the function “nearby search” in Google Place 

API to extract POIs. “Nearby search” will return place names and place categories with respect to 

input coordinates and search radius. There are several characteristics about nearby search. There 

is no radius limitation for search requests, however, Google Places can only return at most 60 

nearby POIs for the given geo-coordinates of each query, and a free Google Place API account has 

a limit of 150,000 free requests per 24 hours period. 

During this research, we face three major challenges. First, users’ GPS records alone are not 

sufficient to infer their trip purposes. POIs near the trip ends can reveal land use, which can be 

related to the trip purpose. However, provided by a dozen of POIs, the POI information alone 

cannot capture users’ preferences on visiting the area. Therefore, we propose to mine social media 

data to help capture users’ popularity for each POI. The second challenge is how to extract POIs 

mentioned in Tweets. It is difficult to extract mentioned POIs from Tweets effectively because 

named entity extraction from short text is hard and social media data is very noisy. To address 

these two challenges, this report aims to predict (prior-trip)/infer (post-trip) the purpose of trip 

purposes (e.g., education, work, shopping, recreation, etc.) of individuals given their trip 

trajectories (or end locations), nearby POIs, and social media data. The third challenge is feature 

selection. The original dataset contains too many features and one cannot just throw all features 

into the model. Otherwise, the model will result in longer training time, lower accuracy, and more 
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irrelevant and noisy features.  

The rest of this report is structured as follows: chapter 2 summarizes previous studies for trip 

purpose inference and the usage of social media. Chapter 3 introduces the datasets and the initial 

analysis result of the datasets. Chapter 4 presents the methodology. Chapter 5 discusses the results 

of the models. Finally, this report concludes in Chapter 6 by summarizing the main conclusions, 

potential applications, and future research. 
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 LITERATURE REVIEW 

2.1 Trip Purpose Inference and Prediction 

We can extract abundant information directly from GPS data, such as trip start and end time, 

trip start and end location. This information can easily derive the origin-destination matrix which 

is very important for traffic demand modeling. However, travel mode and trip purpose cannot be 

obtained from original GPS data directly. Comparing to mining trip purpose from GPS data, travel 

mode is more straightforward [7]. Trip purpose is under-studied. Previous methods include rule-

based methods [8, 9], probabilistic methods [10, 11], and machine learning and neural network 

methods [6, 12, 13]. Previous studies mainly used land use, temporal information, socio-

demographics obtained from household travel survey. More literature can be found in Ermagun et 

al. [6]. Trip purpose can be separated into different categories. Three categories which are home, 

work/school, and other is the easiest and most common separate strategy. Alexander et al. divided 

trip purpose into home, work and other. Home is the maximum number of visit place from 7 pm 

to 8 am [14]. Work is the maximum distance (number of visit multiply distance for one place) 

from home, and other is otherwise. Increasing the number of categories provides more specific trip 

purpose. However, this also increases difficulties of inference and prediction. Despite different 

datasets utilized in different research, with Decision Tree algorithm, Deng achieved 87.6% 

accuracy when differentiating between 7 trip purposes [15]. Lu et al. obtained 73.4% accuracy 

when classifying 10 different trip purposes [16]. While for 12 distinguished trip purposes, overall 

accuracy that Oliveira et al. reached is only 65% [11]. Nevertheless, these accuracies are 

dominated by home or work trips on account of consist approximate one-third of total trips [6]. 

With the help of Google Places API which is a kind of online and real-time location-based query 

service, they achieved 67.14% overall prediction accuracy by using Random Forest algorithm 

when differentiating between 5 trip purposes other than home and work.   

2.2 Social Media Analytics and Applications in Transportation 

Since widely utilization of social media and passion of individuals generates a huge amount of 

passive data, social media data attracts attention in both academic and industrial area [17]. Yates 

et al. explored how social media technologies can influence emergency management on aspects of 
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knowledge sharing, reuse, and decision-making in an effective and efficient way [18]. Not only 

individuals share thoughts through social media, companies[19], merchants, agencies [20, 21], and 

even politicians[22] also utilize social media to carry their points. They broadcast information and 

influence individuals’ opinions. Moreover, social media information can also be retrieved and 

benefit lots of fields including transportation. 

Previous social media studies in transpiration area mainly fall into two applications: traffic 

incident detection [23, 24], and traffic prediction[25-28]. Potential of social media in transportation 

have been exploring for several years. Several studies identified traffic accidents from tweets [21]. 

For example, Zhang et al. employed deep learning to detect traffic accidents from social media 

data [29]. The researchers considered that social media is an abundant, cost-effective, real-time 

data source which can complementary existing accident data source[30-32].  Others extracted 

traffic conditions (e.g. congestions, crash) from social media data which are helpful in traffic 

management and improve the level of service of traffic. Ni et al. utilized social media data to 

predict traffic flow and subway passenger flow under event conditions[33, 34]. Lin et al. modeled 

the impacts of inclement weather on freeway traffic speed by using social media data[35]. Zhang 

et al. explored the correlation between twitter concertation and traffic surge[36]. Social Media can 

also help understanding individuals travel behaviors. Zhang et al. researched the potentials of using 

social media to infer the longitudinal travel behavior by using a sequential model-based clustering 

method[37]. 

There are major challenges to be addressed before the use of tweets in extracting useful trip 

information. First, the tweet data is mainly comprised of the inherently complex and unstructured 

word texts, and the language ambiguity [38] in the tweet contents make them difficult to interpret. 

What’s more, as the context of a tweet is limited to 140 words and tweet users usually intend to be 

concise, the common methods in the language processing studies such as support vector machine 

[31, 39], natural language processing [23, 40] maybe not be adaptive. Second, the information of 

activity location is embedded in the names that are not straightforward to be interpreted. For 

example, one cannot identify “paint and pour” as the “private school” until one searches it online. 

Third, same as other passively collected data, social media data generally lack ground truth of 

individuals’ travel modes and trip purpose information. Inferring the ground truth of a personal 

trip is very difficult due to personal privacy. To address above challenges, this report employs 
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Google Place API to query trip end’s categories and complement social media information. 

2.3 Bayesian Neural Network 

Deep learning is widely used and is state-of-the-art developments in all manner of data fields, 

and it can deal with massive dataset [41-44]. However, there are still some drawbacks to standard 

deep learning. First, neural networks compute point estimates for their weights, so that they make 

point predictions as well. Therefore, they may make overly confident about some classes. Second, 

a deep neural network has huge amount number of parameters. Therefore, it needs very large 

datasets in order to avoid overfitting. Third, in addition to the parameters the deep neural networks 

need to infer, there also have lots of configuration that need to be set, such as dropout probability, 

learning rate, network structure, and so on. Finally, Deep neural networks are poor at representing 

uncertainty.  

Bayesian method is a way of updating probabilities or our beliefs about hypotheses given data. 

A probability distribution is the best way to represent the uncertainty of our knowledge and 

hypotheses. A Bayesian neural network is a neural network with a prior distribution on the weights. 

The history of Bayesian neural network can origin back to 30 years before. Denker et al. published 

a paper and hinted that integrating Bayesian over network parameters [45]. Then Bayesian neural 

networks entered its golden era around 1992. A series of papers that wrote by MacKay which 

described a quantitative and practical Bayesian framework for backpropagation networks [46]. 

Very few studies of Bayesian neural network can be found in the transportation field, Xie et al. 

employed Bayesian neural networks in transportation safety studies [47]. 
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 DATA DESCRIPTION AND PREPROCESSING 

3.1 Survey Data 

This report collects California Household Travel Survey (CHTS) data from February 2012 to 

January 2013. The geographical range of this survey covers all 58 counties of California and three 

adjacent counties in Nevada. In this report, we only utilize data within Bay Area. Two types of 

data, GPS data and survey data, are contained in CHTS dataset. In Bay Area, there are 108,778 

individuals belongs to 42,431 households in this survey and completed one-day survey. For GPS 

data, 10,474 travelers from 5460 households carried GPS devices and reported 7 days of GPS data. 

Three types of GPS devices are implemented in this survey, wearable GPS device, in-vehicle GPS 

device, and in-vehicle GPS device plus an on-board diagnostic (OBD) unit. Each participant 

should fill a trip diary on a website or mail it to the institute. The GPS data records trip-related 

information, such as coordinates of the trip start and end locations, trip start and end times, trip 

modes, trip durations, and trip distances. The survey data includes activity related information, 

such as activity place names, activity purposes, and activity start and end times. In order to merge 

these two datasets together, several rules are created. 

1. Survey activity data for each individual should contain at least two trips. Since first activity 

for all participants is to stay at home, they should have at least one activity other than home in 

order to generate a trip. Moreover, the last activity for all participants should also be ‘home’. 

2. At least one origin or destination of the trip in CHTS data should be located within Bay 

Area bounding box in order to cooperate with tweet data. 

3. POI queried from Google Places API should be at least assigned to one POI category 

(money, leisure, food, bar, care, store, trans, auto, religion, civic, health, improve, edu, and lodge) 

since we need this POI to categorize trip ends.  

There also several challenges in the data prepossessing procedure. First, participants fill in the 

inaccuracy or false travel information (e.g., round up arrive and departure times from activity 

locations, missing trip, wrong trip purpose, etc.). Therefore, information in survey data may not 

match information of GPS data perfectly. To address this issue, we first order one traveler’s survey 
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data according to arrive time, activity and visit place sequence, and order this traveler’s GPS data 

according to the trip end time, trip sequence and trip duration. Then we merge two datasets 

together. Second, one GPS trip may be divided into several records in GPS data when vehicles 

pass the tunnel or under other circumstances when the GPS signal is blocked. Moreover, several 

GPS trips are connected to one trip if the interval between each trip is too small, for instance, when 

one picks up or drop off passengers. After overcoming these challenges, we obtain total 43,767 

activities which include 13,198 home activities and 30,569 non-home activities. The detail rule for 

categorizing trip purpose is shown in Table 4-2. Figure 3-1 depicts the distribution of activates 

conducted by individuals. Moreover, the average number of activities is 7.65 per day. According 

to first data filter rule mentions before, regardless the first and the last should happen at home, 

there still at least includes one activity other than home for all participants. Therefore, all the 

individuals in the database at least have three activities after filtering.  Moreover, Figure 3-2 is the 

heat map of trip end locations. 
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Figure 3-1 Distribution of the number of activities. Note that we have deleted the days with only 

one “Home” activity. So, all the individuals in database at least have three activities after filtering. 

Including two “home” and one other activity. 
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Figure 3-2 Heat map of trip ends 

3.2 Twitter Data 

Twitter data is collected from January 31st 2013 to February 16st 2017 in Bay Area with a 

bounding box (longitude: 121.75W~122.75W, latitude: 36.8N~37.8N). There are two types of 

tweet data which are geo-tagged tweets and non-geo-tagged tweets. In this report, we only use 

geo-tagged tweet data and there are near 6.9 million valid geo-tagged tweets in total. The heat map 

of geo-tagged tweets in Bay Area is shown in Figure 3-3 
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Figure 3-3 Heat map of Geo-tagged tweets 

 

Since social media data is very noisy, it is very difficult to extract the named entity from a 

short text. In this report, we develop an information retrieval procedure to recognize mentioned 

POIs from nearby geo-tagged tweets. We will discuss it in Chapter 4.2. 
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 METHODOLOGY 

4.1 Overview 

In the following, we introduce several important concepts that will be used throughout the 

work, then formally define the trip purpose inference problem. 

Definition 1. A Trajectory (𝑇𝑟) is a sequence of time-ordered spatial points, 𝑇𝑟: 𝑙1 → 𝑙2 →

⋯ → 𝑙𝑛 where each point 𝑙 is represented by a pair of GPS coordinates, i.e., longitude and latitude.  

In this report, we regard “trip” as the movement from one location to another,  e.g., 𝑙1 → 𝑙2, 

and we refer these GPS points 𝑙 as “trip end locations”. Take the trajectory in Figure 4-1 as an 

example. The trajectory comprises eight GPS points which follows the sequence of 𝑙𝐻𝑜𝑚𝑒 →

𝑙𝑆𝑐ℎ𝑜𝑜𝑙 → 𝑙𝑊𝑜𝑟𝑘 → 𝑙𝐺𝑟𝑜𝑐𝑒𝑟𝑦 → 𝑙𝐺𝑟𝑜𝑐𝑒𝑟𝑦 → 𝑙𝐻𝑜𝑚𝑒 → 𝑙𝑅𝑒𝑠𝑡𝑎𝑢𝑟𝑎𝑛𝑡 → 𝑙𝐻𝑜𝑚𝑒. From the perspective of 

trips, it has seven trips labelled by blue circles. However, in most cases, we cannot know the 

activities performed in a location without users’ input. In other words, we don’t know whether a 

user is shopping in a grocery store or having meal at a restaurant, given only the geo-coordinates 

of trip end locations.  
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Figure 4-1 A typical user's daily trips 

 

Definition 2.  Trip Purpose is the activity that a user performed at a trip end location. 

As the name refers, it denotes the purpose of a trip. In the following sections, we use “trip 

purpose” and “activity” interchangeably. As shown in Table 4-1, we categorize all trip purposes 

into eight categories, i.e., “Home”, “Education”, “Shopping”, “EatOut”, “Recreation”, “Personal”, 

“Work”, and “Transportation”.  

Table 4-1 Activity Categories 

Category Example Activities 

Home Any activities performed at home 

Education 

School, Glass, Laboratory, Meal at college, After-school sports activities, 

Library, Clubs, etc. 

Shopping 

Routine shopping (groceries, clothing, convenience store, etc.), Shopping 

for major purchases or specialty items (appliance, electronics, new vehicles, 

major household repairs, etc.), Service private vehicle (gas, oil, lubes, etc.) 

EatOut Drive through meals (snacks, coffee, etc.), Eat meal at restaurant/dinner 

Recreation Indoor or outdoor exercise, Sports, Health care 

Personal 

Household errands, Personal business (visit attorney, accountant, etc.), 

Civic/religious activities, Entertainment (movies, sporting events, etc.) 
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Work All activities performed at the work place 

Transportation 

Change type pf transportation (walk to bus, walk to parking lot, etc.), Pick 

up/drop off passengers 

 

Definition 3.  Point of Interest (POI) is a specific location that someone may find useful. In 

this work, they represent venues in the physical world, e.g., banks and shopping malls. Each POI 

is associated with properties such as name, address, coordinates, category and etc. 

Definition 4. Geo-tagged Tweet is a Twitter message associated with a pair of GPS coordinates 

where the message was generated. 

Problem Definition.  Given the trajectories of users, the points of interest and the Twitter 

messages near trip end locations, our Objective is to infer the purposes of trips. 

Note that some of the trips have labels with corresponding purposes. The labels can be provided 

by users through Apps, manually recorded by users’ trip diary, or mined from Twitter messages. 

However, acquiring these labels is very difficult, and it is usually assumed to be unavailable for a 

large portion of trips. 

A trip’s purpose is determined by many factors, such as other activities of the day, the category 

of the visited venue, the functionality and the popularity of the destination area. Before discussing 

the proposed methods, we first shed some light on how these factors associate with the trip purpose 

inference. 

Sequential activities of the day. Common sense tells us that users’ activities usually follow 

some patterns, and there are intrinsic relationships among the sequence of activities. For instance, 

parents may drop off their children at school before going to work, people would eat in a restaurant 

after shopping in a mall, and etc. Similar patterns among sequential activities widely exist, and it 

is very useful information for the purpose inference. 

The category of the visited venue usually correlates with the trip purpose. For example, people 

arriving at a restaurant are very likely to have lunch or dinner; checking in at a mall tells us he will 

be shopping. There will be close relations between the category of venue people visited and their 

trip purposes. Unfortunately, the GPS devices are not accurate enough to pinpoint the venues 
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visited. In addition, it is also not easy to acquire this knowledge from people because of privacy 

concerns. 

The functionality of the trip end area reveals the general usage of the nearby area. When we 

are not aware of the specific venue that a user visited, the nearby POIs can give us a hint about 

what the trip purpose would be. For example, arriving at a place with many shops nearby means 

people will go shopping with a higher probability. Specifically, the distribution of POI categories 

is a good feature to denote the functionalities of a location. 

The popularity of the trip end area. Although the nearby POIs can help us understand the 

functionalities of a location, it cannot capture how people think about this area. Obviously, not all 

the venues attract equal attentions. In other words, some of them are more popular than the others. 

The popularity of the venues can be a useful feature for the purpose inference task, because the 

trip purpose is indeed a people-centric concept. Fortunately, social media can help us out here. 

Take Twitter as an example, people can send geo-tagged messages, and many of them contains the 

comments towards nearby POIs. By matching these geo-tagged tweets to real-world POIs, we can 

reveal venues’ popularities accordingly. 

A good trip purpose inference method needs to consider all these factors and the intrinsic 

relationships among them. In the following sections, we will first describe the proposed method 

for POI popularity modeling with social media data, then demonstrate the proposed Dynamic 

Bayesian Network approach. 

4.2 POI Popularity Modeling 

Based on the above reasoning, a POI’s popularity can be captured if we can accurately 

identify them from tweet messages. The basic idea is that a POI is more popular if it has been 

mentioned by more tweets. However, this is a very challenging task. Firstly, social media data 

are very short. Existing named entity extraction methods perform poorly on these messages 

which have limited contexts. For example, “apple” may refer to the IT company or the fruit. 

Second, social media data are also very noisy. People usually use informal languages and names 

in tweets, such that we cannot expect to match a POI’s full name in tweets. For instance, a tweet 
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“dinner 2 tacos from lacorneta” mentions a restaurant “La Corneta Taqueria” without the full 

name, but rather with an abbreviation. 

In this section, we propose a method to learn POIs’ popularities from geo-tagged tweets. It 

can be much easier to identify mentioned POIs from these tweets because their associated geo-

coordinates give us a good hint. Specifically, we can narrow down the search space to all nearby 

POIs. Compared with traditional methods [48] that works with a large POI knowledge base, our 

method can restrict the POI candidates to several dozens in a local area. 

The proposed method works as follows. For each geotagged tweet, we first construct a local 

candidate pool with nearby POIs. Then a match index is calculated between the tweet content 

and each candidate POI names, and the POI with the highest index is marked as matched. 

Finally, the POI popularity of a trip end area can be derived by aggregating all the identified 

POIs from geo-tagged tweets. By this means, we can identify the mentioned POIs from geo-

tagged tweets both effectively and efficiently. In the following, we describe each component in 

detail. 

POI Local Candidate Pool Construction. In order to identify POI mentions for a geo-tagged 

tweet, we first construct a local candidate pool with all the POIs near the geo-coordinates of the 

tweet. Considering the accuracy of GPS devices, we shouldn’t set the range to be too small or 

too large. In this work, we set the range as 200 meters which usually results in a pool with 

several dozen candidates.  

Calculate POI Match Index. After constructed a local candidate pool for each tweet, the 

next step is to find the best matched POI among all candidates. To this end, we design a match 

index to measure the similarity between a tweet and a POI name. This match index considers two 

essential factors: 

• The number of matched terms. The match index should be larger if there are more 

terms matched between a tweet and a POI name. For example, a tweet “Was just told by 

a teenager working at this Jamba Juice, that I looked like a young Walter White” 

mentions the POI “Jamba Juice Redwood City”, and two terms are matched between 

them. However, there is another nearby POI “Geoff White Photographers” which 
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matches a term “white” to the tweet. In this case, “Jamba Juice” with 2 matched terms 

should be weighed higher than the other one with only 1 matched term. 

• The rareness of the matched terms. Some terms may frequently appear in the 

candidate pool. For example, there is no surprise that many POI names contain “San 

Francisco” in the Bay area. Then these terms should have less impact on the matching 

index. On the contrary, terms such as “Corneta” is relatively rare. In fact, this term only 

appears in a restaurant named “La Corneta Taqueria”. No doubt that these terms should 

have larger impact on the matching index. In other words, if terms like “Corneta” 

matched between a tweet and a POI name, we should have a high belief that the tweet 

mentioned the restaurant “La Corneta Taqueria”. 

In this work, we propose a POI Match Index which characterizes the aforementioned factors. 

Specifically, each Tweet 𝑇𝑖 is represented by a set of terms, i.e., 𝑇𝑖 = {𝑢1, 𝑢2, … , 𝑢𝑚}. Similarly, 

each candidate POI’s name is represented by 𝑃𝑗 = {𝑣1, 𝑣2, … , 𝑣𝑛}. Then the set of Matched 

Terms 𝑀𝑇  between 𝑇𝑖 and 𝑃𝑗 are  

𝑀𝑇(𝑇𝑖, 𝑃𝑗) = 𝑇𝑖 ∩ 𝑃𝑗                                                    (4-1)                                            

We can calculate the Match Index as follows  

𝑀𝐼(𝑇𝑖, 𝑃𝑗) = |𝑀𝑇(𝑇𝑖, 𝑃𝑗)| × 𝑙𝑜𝑔
𝑁𝑝𝑜𝑜𝑙

1+∑ 𝕝(𝑀𝑇(𝑇𝑖,𝑃𝑗)∈𝑃𝑘)𝑁
𝑘=1

                        (4-2) 

 where 𝑁𝑝𝑜𝑜𝑙  denotes the size of the candidate pool. 𝕝(∙) is the indicator function which 

returns 1 if and only if the condition holds. In addition, ∑ 𝕝(𝑀𝑇(𝑇𝑖, 𝑃𝑗) ∈ 𝑃𝑘)𝑁
𝑘=1  calculates the 

frequency of the matched terms 𝑀𝑇 in the POI candidate pool. As shown in the equation 2, the 

first term considers the number of matched terms, and the second term considers the rareness of 

the matched terms. Note that |𝑀𝑇(𝑇𝑖, 𝑃𝑗)| could be zero, i.e., there are no matched terms between 

𝑇𝑖 and 𝑃𝑗. In this case, the Match Term Index will be 0 which is reasonable. 
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After calculated the Match Index between 𝑇𝑖 and every 𝑃𝑗 in its candidate pool, we can return 

the one with the highest index as the identified POI. However, we still need to set a threshold to 

the MI, and return nonidentified if none of MIs exceed the threshold. In sum, With the constructed 

local POI candidate pool and the proposed Match Term Index, we can accurately identify the 

nearby POIs that mentioned in the Tweets. The POI with the highest match index is returned.  

POI Popularity Modeling. After extracted the POIs mentions from social media data, we can 

further represent the POI popularity across different categories by counting the corresponding 

mentions from social media. For example, if restaurants are mentioned by 10 different tweets, we 

will count 10 towards the popularity of the POI category “Food”. Then the counts can be 

normalized into a distribution across all the POI categories in Table 4-2. 

Table 4-2 POI Category 

POI 

Category 
Google Place Type 

Auto car repair, car wash, gas station 

Bar bar, night club 

Care beauty salon, hair care, spa 

Civic 
courthouse, lawyer, police, fire station, city hall, embassy, local government, 

local, city hall, embassy, local government, local, government office 

Edu library, school, university 

Food bakery, cafe, food, meal takeaway, restaurant, meal delivery 

Health dentist, doctor, health, hospital, pharmacy, physiotherapist, veterinary care 

Improve 

electrician, locksmith, moving company, painter, plumber, real estate agency, 

painter, plumber, real estate agency, travel agency, general contractor, roofing, 

contractor, insurance agency, laundry, storage 

Leisure 
amusement park, aquarium, art gallery, casino, bowling alley, gym, movie 

rental, movie theater, museum, park, stadium, zoo 

Lodge rv park, lodging, campground 

Money accounting, atm, bank, post office, finance 
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Religion 
cemetery, church, funeral home, hindu, temple, mosque, place of worship, 

synagogue 

Store 

convenience store, department store, electronics store, florist, furniture store, 

grocery, supermarket, grocery or supermarket, hardware store, home goods, 

store, jewelry store, liquor store, pet store, jewelry store, liquor store, pet store 

Trans 
bus station, subway station, train station, taxi stand, parking, car rental, airport, 

light rail station, transit station 

 

4.3 Dynamic Bayesian Network  

4.3.1 Dynamic Bayesian Network Construction 

In this work, we propose a Dynamic Bayesian Network (DBN) to model people’s sequential 

activities. As shown in the Figure 4-2, 𝑎 ∈ 𝐴 denotes the activity performed (or trip purpose), 𝑐 ∈

𝐶  denotes the category of POI a user visited, and l  is the trip end locations. All activities (𝐴) and 

POI categories (𝐶) defined in this report are shown in Table 4-1 and Table 4-2. 

 

Figure 4-2 The Dynamic Bayesian Network 

The DBN model can be interpreted in a generative process, or in other words, in a user’s 

decision making process. For each trip 𝑖, a user first decides an activity 𝑎𝑖 (or purpose) based on 

his previous one 𝑎𝑖−1. Then he chooses a venue category 𝑐𝑖 based on this choice of activity. At 

last, he chooses a geo-location 𝑙𝑖  to finally perform the activity 𝑎𝑖  in venue 𝑐𝑖 . This process 

continues until the last trip. 
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The likelihood function of the proposed DBN model is as follows 

𝑃(𝑎, 𝑐, 𝑙) = 𝑃(𝑎0)𝑃(𝑐0|𝑎0)𝑃(𝑙0|𝑐0) × (∏ 𝑃(𝑎𝑖|𝑎𝑖−1)𝑃(𝑐𝑖|𝑎𝑖)𝑃(𝑙𝑖|𝑐𝑖)
𝑁
𝑖=1 )       (4-12) 

where 𝑃(𝑎𝑖|𝑎𝑖−1) is the probability of the activity 𝑎𝑖 given previous activity 𝑎𝑖−1, 𝑃(𝑐𝑖|𝑎𝑖) is 

the probability of the visited POI category given current activity 𝑎𝑖, and 𝑃(𝑙𝑖|𝑐𝑖) is the probability 

of chosen location 𝑙𝑖 given currently chosen POI category 𝑐𝑖. In the proposed model, the visited 

location 𝑙𝑖  is always observed, such that we can use Bayes’s rule to approximate 𝑃(𝑙𝑖|𝑐𝑖) as 

follows: 

𝑃(𝑙𝑖|𝑐𝑖) ∝
𝑃(𝑐𝑖|𝑙𝑖)

𝑃(𝑐𝑖)
∝

𝑃𝑃𝑂𝐼(𝑐𝑖|𝑙𝑖)𝑃𝑡𝑤𝑒𝑒𝑡(𝑐𝑖|𝑙𝑖)

∑ 𝑃𝑃𝑂𝐼(𝑐𝑖|𝑙𝑖)𝑃𝑡𝑤𝑒𝑒𝑡(𝑐𝑖|𝑙𝑖)𝑖
×

1

𝑃(𝑐𝑖)
                              (4-13) 

In the Equation 4-13, (𝑐𝑖|𝑙𝑖) denotes the POI category distribution given a geo-location 𝑙𝑖. This 

distribution is determined by two aforementioned factors: the functionality distribution 𝑃𝑃𝑂𝐼(𝑐𝑖|𝑙𝑖), 

and the popularity distribution 𝑃𝑡𝑤𝑒𝑒𝑡(𝑐𝑖|𝑙𝑖). The first distribution is obtained from populating the 

nearby POIs, and the second distribution is obtained by extracting POI mentions from nearby 

tweets. 

4.3.2 Dynamic Bayesian Network Parameter Learning 

There are two sets of parameters in the DBN model: the transition probabilities 𝑃 (𝑎𝑖|𝑎𝑖−1) 

and the emission probabilities 𝑃(𝑐𝑖|𝑎𝑖). Note that in our problem, the activities 𝑎𝑖  and visited 

venues 𝑐𝑖 are not fully observed. In other words, many activities and corresponding venues are not 

labelled in the data. In order to learn the parameters from such incomplete data, we adopt the EM 

algorithm[54]. The process is summarized in Figure 4-3. It starts with an initial set of parameters. 

In each Expectation step (E-step), we compute the expected sufficient statistics for the parameter 

variables. Then in each Maximization step (M-step), we treat the expected sufficient statistics as 

observed, and perform Maximum Likelihood Estimation to estimate a new set of parameters. The 

algorithm continues between these two steps until converges. 

Algorithm 2 DBN Parameter Learning 
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1 Input: DBN Structure 𝒢, Partially observed trip dataset 𝒟, Initial set of Parameters 𝜃0 =

{𝑃(𝑎𝑖|𝑎𝑖−1), 𝑃(𝑐𝑖|𝑎𝑖)}  

2 Output: Learned DBN parameters 𝜃𝑡 

3 for 𝑡 ← 0,1, …, until convergence do 

4       // Expectation-step 

5       for each 𝑎 ∈ 𝐴 and each 𝑐 ∈ C do        ⊳Initialize 

6             𝑀𝑡[𝑖𝑖, 𝑎𝑖−1] = 0 

7             𝑀𝑡[𝑐𝑖, 𝑎𝑖] = 0 

8       end for 

9       for each 𝑑 ∈ 𝐷 do 

10             Run inference on the graph 𝒢 using evidence 𝑑 

11             for each 𝑎 ∈ 𝐴 and each 𝑐 ∈ C do 

12                   𝑀𝑡[𝑎𝑖, 𝑎𝑖−1] ← 𝑀𝑡[𝑎𝑖, 𝑎𝑖−1] + 𝑃(𝑎𝑖 , 𝑎𝑖−1|𝑑) 

13                   𝑀𝑡[𝑐𝑖, 𝑎𝑖] ← 𝑀𝑡[𝑐𝑖, 𝑎𝑖] + 𝑃(𝑐𝑖, 𝑎𝑖|𝑑) 

14             end for 

15       end for 

16       // Maximization-step 

17          for each 𝑎 ∈ 𝑖 and each 𝑐 ∈ C do 

18                𝑃(𝑎𝑖|𝑎𝑖−1) ←
𝑀𝑡[𝑎𝑖,𝑎𝑖−1]

𝑀𝑡[𝑎𝑖−1]
 

19                𝑃(𝑐𝑖|𝑎𝑖) ←
𝑀𝑡[𝑐𝑖,𝑎𝑖]

𝑀𝑡[𝑎𝑖]
 

20               𝜃𝑡+1 ← {𝑃(𝑎𝑖|𝑎𝑖−1), 𝑃(𝑐𝑖|𝑎𝑖)} 

21          end for 

22 end for 

23 return 𝜃𝑡 
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Figure 4-3 Pseudocode of DBN Parameter Learning 

 

4.3.3 Dynamic Bayesian Network Prediction 

With the learned parameters of the DBN mode, we can infer possible activities and their 

corresponding probabilities for any given trip. Specifically, we can calculate the posterior 

probability of the 𝑗th activities given a user’s trajectory 𝑑 ∈ 𝐷. This estimates the probability of 

activity 𝑎𝑗 out of all possible activities 𝐴, as shown in Equation 4-14. 

𝑃(𝑎𝑗|𝑑) =
𝑃(𝑎𝑗,𝑑)

𝑃(𝑑)
, ∀𝑎𝑗 ∈ 𝐴                                                (4-14) 

The returned results are possible activities ranked by their probabilities. Note that, generating a 

ranked result is a great advantage by adopting the Bayesian method, especially compared with 

traditional methods which can only provide a best guess. In fact, the top ranked inference results 

are very useful in real-world applications. Many classification tasks may have very vague decision 

boundaries, and usually the best guess results in poor performance. However, a ranked list with 

probabilities can help us identify several meaningful results and improve the inference accuracy. 

The experiments shown in Chapter 5-4 provides a good demonstration. 

4.4 Bayesian Neural Network  

Before discussing the Bayesian neural network, we introduce the neural network first. A neural 

network can be represented as a weighted directed graph in which are nodes and directed edges 

with weights are connections between neuron outputs and neuron inputs. The weighted inputs are 

all summed up inside neurons and passed through an activation function. The activation function 

is a set of transfer functions used to scale the summations to the desired value. A neural network 

contains three kinds of layers, an input layer, an output layer, and hidden layers. In this report, we 

build a neural network with an input layer, an output layer, and two hidden layers, which is also 

called multi-layer perceptron, and the structure is shown in Figure 4-4. The activation function 

between input layer and hidden layer, and between two hidden layers are tanh functions [49]. And 

between second hidden layer and output layer, the activity function is a sigmoid function [50]. 
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Figure 4-4 Structure of a 2-layer Neural Network 

 

A traditional neural network uses point estimation for parameters which are the weights of the 

neural network. However, Bayesian neural network treats these parameters with Bayesian 

inference Bayesian inference is a method trying to adhere to the rules of probability theory. And a 

probability theory is a mathematical language of uncertainty. A Bayesian neural network is a 

neural network with a prior distribution on the weight. Therefore, this accounts for uncertainty in 

the weights. Given data 𝒟 = {𝑋𝑖, 𝑦𝑖}𝑖=1
𝑁  with input data point 𝑋𝑖 ∈ ℝ𝑑  and output 𝑦𝑖 ∈ ℝ, network 

weights 𝑤, and biases 𝑏, BNN tends to put normal distribution over the weights to reflect their 

uncertainty, 𝑝(𝑤) = 𝒩(𝜇, Σ). Further, BNN updates posterior distribution of the weights given 

the data that we have observed. The equation for posterior distribution is shown below, 

𝑝(𝑤|𝑋, 𝑦) =
𝑝(𝑦|𝑋,𝑤)𝑝(𝑤)

𝑝(𝑦|𝑋)
                                                        (4-3) 
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The essential goal is to obtain a distribution over the prediction. In order to achieve this goal, 

the posterior needs to be sampled lots of time randomly. Actually, BNN sums over lots of neural 

networks with slightly different weights, the weights are sampled from the posterior. And the 

Bayesian neural network is an ensemble form of a lot of neural networks. The predictive 

distribution of output 𝑦∗ given a new input 𝑥∗ is shown as follow, 

𝑝(𝑦∗|𝑥∗, 𝑋, 𝑦) = ∫ 𝑝(𝑦∗|𝑥∗, 𝑤)𝑝(𝑤|𝑊, 𝑦)𝑑𝑤                                   (4-4) 

BNN involves estimation of each distribution of the parameter. Therefore, the entire process 

is much more computationally expensive than the simple point estimation. To tackle this issue, 

feature selection will choose a subset of significant features and greatly reduce the model training 

time in this case. Also, a smaller number of features is more interpretable than overmuch features. 

4.5 Elastic Net 

We first introduce Least absolute shrinkage and selection operator (LASSO), a prevailing 

regularization and feature selection method in statistic and machine learning [51]. LASSO uses 𝐿1 

norm for regularization, which minimize the summation of squared errors subjected to an upper 

bound on the summation of absolute value of model parameters. The object function of LASSO is 

shown as follow: 

min
𝛽

||𝑌 − 𝑋𝛽||    𝑠. 𝑡.  ∑ |𝛽𝑗| ≤ 𝑡𝑝
𝑗=1                                           (4-5) 

Ridge regression is another method of regularization which employs 𝐿2  norm [52]. Ridge 

regression is aiming to estimate  𝛽̂  will minimizes the sum of squared error and satisfy the 

following constrain: 

min
𝛽

(𝑌 − 𝛽𝑇𝑋)𝑇 (𝑌 − 𝛽𝑇𝑋) + 𝜆𝛽𝑇𝛽    𝑠. 𝑡. ∑ 𝛽𝑗
2 ≤ 𝑐𝑝

𝑗=1                          (4-6) 

Both LASSO and ridge regression have advantages and disadvantages. LASSO cannot deal 

with the data that the number of features is greater than the number of dataset entries. Moreover, 

for highly correlated features, LASSO tends to select one feature from each group of correlated 

features. LASSO encourages shrinking of coefficients to 0 and dropping those variables from your 
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model. On the other hand, ridge regression can handle the case that the number of features is 

greater than the number of records. Ridge regression tends to keep all variables. This is not 

desirable in the feature selection task.  

Elastic Net is another alternative to complete the feature selection task [53]. Elastic Net is a 

hybrid method which mixes LASSO and ridge regression together, and it is trained with 𝐿1 and 𝐿2 

norm as regularizer. It can take advantage of both LASSO and ridge regression and overcome their 

shortcomings. We start to introduce Naïve Elastic Net (NEN). The objective function is shown 

below: 

𝛽̂(𝑁𝐸𝑁) = 𝑎𝑟𝑔 min
𝛽

(𝑌 − 𝛽𝑇𝑖)𝑇 (𝑌 − 𝛽𝑇𝑋) + 𝜆1||𝛽||1 + 𝜆2||𝛽||2
2                  (4-7) 

This equation can be rewritten as a penalized least square: 

𝛽̂ = arg min
𝛽

|𝑌 − 𝑋𝛽|2    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 (1 − 𝛼)||𝛽||1 + 𝛼||𝛽||2
2 ≤ 𝑡                    (4-8) 

with 𝛼 =
𝜆1

𝜆1+𝜆2
 and (1 − 𝛼)||𝛽||1 + 𝛼||𝛽||2

2 the Elastic Net penalty. And 𝛼 ranges from 0 to 

1. Moreover, if 𝛼 = 0, the procedure becomes LASSO. If 𝛼 = 1, the process becomes the ridge 

regression. The NEN is just a simple combination of LASSO and ridge regression, and this process 

does not perform satisfactorily. The reason is that there are two shrinkage procedure in this process. 

A ridge shrinkage followed by a lasso shrinkage does not decrease variance much but increase the 

bias of the estimate. Therefore, overall prediction errors increase. It is found that the rescaled NEN 

will provide better performance, and it is called Elastic Net [53]. The relationship between NEN 

and Elastic Net is shown below.  

𝛽̂(𝐸𝑙𝑎𝑠𝑡𝑖𝑐 𝑁𝑒𝑡) = (1 + 𝜆2) × 𝛽̂(𝑁𝐸𝑁)                                        (4-9) 

This process will undo shrinkage. Moreover, for orthogonal design matrix, the LASSO solution 

is minimax optimal. Elastic Net will achieve the same minimax optimality after rescaling by (1 +

𝜆2).  

In order to find the solution for Elastic Net, we should solve NEN problem first, then rescale 

it. For a fixed 𝜆2, the NEN problem is equivalent to a LASSO problem. And LASSO already has 
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an efficient algorithm to solve it called Least Angle Regression (LARS). The Pseudocode for 

LARS is shown as follow in . 

Algorithm 1 LARS 

1 Input: 𝑋𝑁×𝑃, 𝑌𝑁×1 

2 Output: coefficients 𝜃𝑃×1 

3 Set all coefficient 𝜃𝑖(𝑖 = 1, … , 𝑃) euqal to 0 

4 Set active set 𝐴 = ∅ 

5 Find predictor 𝑥𝑗𝑚 that correlated with 𝑌𝑁×1 the most 

6 Let direction 𝐷 = 𝑥𝑗𝑚 

7 Repeat: Adjust the coefficient in the direction 𝐷 at the highest step possible until some 

other explanatory variable 𝑥𝑗𝑚 has the same absolute correlation residual 𝑟 = 𝑌 − 𝑌̂ 

8              Put 𝑥𝑗𝑚 in 𝐴 

9              Let 𝐷 in the direction that is equiangular with 𝑥𝑗1, 𝑥𝑗2, … , 𝑥𝑗𝑚 

10 Until: 𝑃 − 1 variables have entered the active set 𝐴 

Figure 4-5 Pseudocode of LARS algorithm 

 

After we find the solution of NEN, Elastic Net problem is also solved. In this report, our 

problem is a multiclass classification task. Multinomial model is employed with Elastic Net to 

location appropriate feature subset. The multinomial model and the Elastic Net penalized negative 

log-likelihood function are shown below, 

Pr(𝐶 = 𝑘|𝑋 = 𝑥) =
𝑒𝛽0𝑘+𝛽𝑘

𝑇𝑥

∑ 𝑒𝛽0𝑙+𝛽𝑙
𝑇𝑥𝐾

𝑙=1

                                              (4-10) 

𝑙({𝛽0𝑘, 𝛽𝑘}1
𝐾) = − [

1

𝑁
∑ (∑ 𝑦𝑖𝑙 (𝑒𝛽0𝑘+𝛽𝑘

𝑇𝑥) − 𝑙𝑜𝑔 ∑ 𝑒𝛽0𝑘+𝛽𝑘
𝑇𝑥𝐾

𝑘=1
𝐾
𝑘=1 )𝑁

𝑖=1 ] + 𝜆[(1 −

𝛼) ∑ ||𝛽𝑗||𝑝
𝑗=1 + 𝛼||𝛽||

2

2
/2]                                                  (4-11)                  



32 
 

This is a 𝐾 levels 𝐶 = {1,2, … , 𝐾} multinomial problem. Let 𝑋 be a 𝑁 × 𝑝 input matrix, and 𝑌 

be a 𝑁 × 𝐾  indicator response matrix, with elements 𝑦𝑖𝑙 = 𝐼 (𝑐𝑖 = 𝑙) . 𝛽  is a 𝑝 × 𝐾  matrix of 

coefficients. 𝛽𝑘 refers to the 𝑘th column for outcome category 𝑘, and 𝛽𝑗 is the 𝑗th row for vector 

of 𝐾 coefficients for variable 𝑗. It allows only (𝛽0𝑘, 𝛽𝑘) to vary for a single category at a time. For 

each value of 𝜆, it first iterates over all categories indexed by 𝑘, computes each time a quadratic 

approximation about the parameters of the current class. Then the inner process is an inner loop 

which uses a quadratic approximation to the log-likelihood, and the coordinate descent on the 

resulting penalized weighted least-squares problem. 
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 EXPERIMENTS 

5.1 POI Mention Extraction from Geo-tagged Tweets 

In Section III-A, we propose to extract mentioned POIs from geo-tagged tweets. For each geo-

tagged tweet, we can accurately identify the mentioned POI with a local candidate pool and the 

match index. In practice, it is very hard to evaluate the performance of POI mention extraction 

from tweets, because we have so many nearby tweets and trips in the data set. Figure 5-1 shows 

the histogram of tweets near trip ends. There are 26,593 out of 30,569 (87%) non-home activities 

have nearby tweets. The median of nearby tweet number is 294 per activity location, and the mean 

is 2607 per activity location, respectively. Therefore, the distribution of number nearby activity 

location of tweets is a heavy-tailed distribution. Most non-home activity locations have a large 

number of geo-tagged tweets. 

 

Figure 5-1 Histogram of tweets near trip ends 

 

Actually, it is impossible to be evaluated without a standard data set labelled by human workers. 

To this end, we recruited volunteers to label the POI mentioned tweets near 50 random trip end 

locations. Given a list of tweets, the volunteers are asked to judge whether those tweets mentioned 

any nearby POI, and whether the identified POIs are correct. In Table 5-1, we present the results 

on several example trip end locations and the average performance. For each location, we populate 

the total number of nearby tweets, the number of POI-mentioned tweets which are identified by 
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human workers. Some of the tweets are formatted by third party Apps, such as Foursquare and 

Instagram. We can easily parse POIs from these well formatted tweets, for example, “Im at  

Applewood Pizza in San Carlos Ca” and “Bagel time! @ Bagel Street Cafe Town Center Alameda”. 

However, there are still many POI-mentioned tweets without these formats. For instance, “Catch 

us at amc Mercado 2012 am insurgent!!!!”. The better performance shown in Table 5-1indicates 

the proposed method can also extract mentioned POIs from free tweets. 

 

Table 5-1 Accuracy Comparison for Proposed POI Extraction Method and Foursquare-formatted 

Tweets 

Location 
Total nearby 

tweets 

POI-

mentioned 

tweets 

Foursquare-

formatted 

tweets 

Proposed method 

extracted tweets 

Location 1 394 131 3 (2.2%) 120 (91.6%) 

Location 2 338 134 8 (6.0%) 108 (80.6%) 

Location 3 1928 210 6 (2.9%) 152 (72.3%) 

Location 4 562 245 16 (6.5%) 210 (85.7%) 

Location 5 7172 3158 527 (16.7%) 2428 (76.9%) 

Location 6 10927 4465 455 (10.1%) 3637 (81.5%) 

 

5.2 DBN results 

To compare the performance of all the methods on the trip purpose inference, we conduct 

experiments on the collected real-world data set. The features used for training include travel mode, 

previous activity category, activity time and duration, nearby POI category distribution, and nearby 

POI popularity distribution. We randomly select 80% trips as training data, and leave the rest for 

testing. All the methods are evaluated by 10 times, and the average results are reported. In addition, 

there are about one third trip end locations in the dataset are either home or work, because the 

survey collected trips from people’s daily lives. Using these trips to train the model would greatly 

bias the performance. As a result, we only test the inference results on other activities, and assume 
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the home and work trips are known. In other words, we are interested in non-trivial tasks of 

inferring non-home and non-work trip purposes. 

Note that the proposed DBN model can output a ranked list of activities with probabilities. 

This is a great advantage by adopting the Bayesian method. We also evaluate the DBN 

performance with top-2 and top-3 inference results in the experiment, denoted as DBN-top-2, and 

DBN-top-3 respectively. In these cases, we regard the inference as correct if the ground truth 

activity is among the top-2 or top-3 results. 

Table 5-2 Performance of DBN 

Accuracy SVM ANN KNN RF 
DBN-top-

1 

DBN-top-

2 

DBN-top-

3 

EatOut 4.80% 
30.00

% 

32.10

% 
60.60% 79.00% 83.20% 85.50% 

Personal 7.70% 
21.70

% 

22.50

% 
50.40

% 
42.20% 65.00% 90.00% 

Recreation 18.60% 
39.00

% 

30.60

% 
55.50% 62.70% 77.40% 84.70% 

Education 27.00% 
41.90

% 

34.40

% 
40.20% 52.30% 72.90% 78.40% 

Shopping 59.60% 
65.30

% 

52.50

% 
78.60% 80.10% 94.20% 98.40% 

Transportatio

n 
84.60

% 

74.20

% 

59.10

% 
75.40% 68.30% 84.30% 89.60% 

Average 33.70% 
45.40

% 

38.50

% 
60.10% 64.10% 79.50% 87.80% 

F1 SVM ANN KNN RF 
DBN-top-

1 

DBN-top-

2 

DBN-top-

3 

EatOut 0.087 0.349 0.32 0.635 0.712 0.835 0.879 

Personal 0.134 0.299 0.266 0.55 0.476 0.737 0.92 

Recreation 0.281 0.43 0.342 0.585 0.592 0.721 0.826 

Education 0.362 0.461 0.358 0.419 0.484 0.757 0.84 

Shopping 0.517 0.6 0.452 0.756 0.754 0.853 0.909 

Transportatio

n 
0.625 0.655 0.588 0.722 0.735 0.869 0.919 

Average 0.334 0.465 0.387 0.611 0.626 0.795 0.882 

 

The inference accuracy and F1 scores are shown in Table 5-2, and the average results are also 

compared in Figure 5-2. We can observe that the proposed DBN model, including DBN-top-1, 

DBN-top-2 and DBN-top-3, outperforms other baselines on almost every activity category by 
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higher accuracy and F1 score. This is because DBN model captures the intrinsic relationships 

among sequential activities, trip end locations’ POI distributions and the popularities identified 

from the Twitter data. On average, the DBN model can reach 64% accuracy with the top-1 

inference result. Moreover, the accuracy of top-2 and top-3 ranked results can reach 79. 5% and 

87. 8%. These results are impressive and they demonstrate that the top-ranked results generated 

by the DBN model is very useful in the trip purpose inference. 

 

Figure 5-2 Average Performance of Trip Purpose Inference 

 

5.3 Feature selection results 

In this report, we have 45 features, and more than 20,000 records in total. In order to achieve 

great feature selection result, we first need to determine the value of 𝛼 in Equation 4-11. 𝛼 ranges 

from 0 to 1. And 𝛼 = 0 is LASSO, 𝛼 = 1 is ridge regression respectively. We iterate 21 different 

𝛼 from 0 to 1 with a 0.05 step size. The experiment applies feature selection by using the Elastic 

Net with the Artificial Neural Network (ANN). The best 𝛼 is set as 0.75 after this experiment. As 

a result, there are 29. features selected from 45 features, as shown in Table 5-3. As one can see, 

the number of features chosen is reasonable. These 29 features are across four categories, social-

demographic, trip information, Google Places API information, and Twitter information. 

Therefore, this feature subset capture traveler, trip, and place information completely.  Moreover, 
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this feature subset can achieve the highest accuracy with the ANN. Then this feature subset is used 

for BNN model training, and the running time of training process decreases from 60 minutes to 15 

minutes with a 75% saving.  

 

Table 5-3 Feature selection result of Elastic Net 

Features from Elastic Net Feature Description 

Social-Demographic 

employment if the traveler is an employee 

student if the traveler is a student 

Age the age of traveler 

Trip Information 

depTime the departure time of the trip 

TripDistance the trip distance to the destination 

TripDuration the trip duration to destination 

home if this traveler conducted home activity 

person if this traveler conducted personal business activity 

rec if this traveler conducted recreation activity 

shop if this traveler conducted shopping activity 

work if this traveler conducted work activity 

trans if this traveler conducted transit activity 

Google Places API Information 

G_MONEY how many money Google Places POIs near trip end location 

G_FOOD how many food Google Places POIs near trip end location 

G_BAR how many bar Google Places POIs near trip end location 

G_CARE how many care Google Places POIs near trip end location 
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G_TRANS 
how many transit/transportation Google Places POIs near trip 

end location 

G_AUTO how many auto Google Places POIs near trip end location 

G_CIVIC how many civic Google Places POIs near trip end location 

G_IMPROVE 
how many improvement Google Places POIs near trip end 

location 

G_EDU how many education Google Places POIs near trip end location 

G_RELIGION how many religion Google Places POIs near trip end location 

Twitter Information 

T_FOOD how many food related tweets posted near trip end location 

T_CARE how many care related tweets posted near trip end location 

T_STORE how many store related tweets posted near trip end location 

T_TRANS 
how many transit/transportation related tweets posted near trip 

end location 

T_RELIGION how many religion related tweets posted near trip end location 

T_IMPROVE 
how many improvement related tweets posted near trip end 

location 

T_LODGE how many lodge related tweets posted near trip end location 

 

5.4 BNN results 

In this section, we further compare the BNN model with several state-of-art algorithms, 

including Support Vector Machine (SVM) [55], ANN, K-nearest Neighbors (KNN) [56], and 

random forecast (RF) [57]. SVM aims to map data into a high dimension and construct a set of 

hyperplanes to divide data with maximum margins. ANN is introduced in the previous section, 

and we apply the same structure as the BNN model in this experiment. KNN tends to classify 

objects to the class of the majority vote of its neighbors.  RF is an ensemble learning method that 

constructing numbers of decision trees together in the training stage and classification result is 
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defined as the mode of classes. Finally, accuracy and F1 score are employed to measure the 

performances, and the equation of F1 score is shown below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                                     (5-1) 

𝐹1 = 2 ×
1

1

𝑟𝑒𝑐𝑎𝑙𝑙
+

1

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

= 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                 (5-2) 

In the dataset, there are more than 40% of trip purpose are home and work, and this observation 

complies with one’s daily life pattern. However, the model trained with this dataset may lead to 

great bias. As a result, we only utilize data without home and work trip purpose [6]. Moreover, for 

model validation, we implement 5-fold cross-validation and average the results. 

One of the advantages of BNN is that it can provide the probability of being each category in 

trip purpose. We not only compare the top 1 result (the category with highest prediction probability) 

of the BNN model named BNN-top-1, but also explore if top 2 and top 3 predictions hit the correct 

category. We denote them as BNN-top-2 and BNN-top-3, respectively. 

From Table 5-4, one can observe that the BNN models outperform other algorithms on almost 

every trip purpose category in accuracy and F1 score. However, the accuracy and F1 score of 

“shopping” and “personal” are both lower compared to others. The reason is that it is difficult to 

distinguish and define “personal business” and “shopping” activities. BNN, which estimates every 

parameter in the model as a distribution, provides a better description of data and leads to better 

accuracy. Therefore, the BNN models can score the highest average accuracy. Moreover, they can 

achieve extremely high performance for education activities, whereas other algorithms only reach 

low accuracy. As a result, BNN model is very powerful in the prediction of trip purpose. 

Table 5-4 Performance of BNN 

Accuracy SVM ANN KNN RF 
BNN-top-

1 

BNN-top-

2 

BNN-top-

3 

EatOut 4.80% 
30.00

% 

32.10

% 
60.60% 64.26% 74.38% 85.70% 
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Personal 7.70% 
21.70

% 

22.50

% 

50.40

% 
48.17% 60.94% 92.43% 

Recreation 
18.60

% 

39.00

% 

30.60

% 
55.50% 62.30% 80.17% 89.11% 

Education 
27.00

% 

41.90

% 

34.40

% 
40.20% 91.83% 93.70% 95.49% 

Shopping 
59.60

% 

65.30

% 

52.50

% 

78.60

% 
64.77% 76.26% 89.36% 

Transportatio

n 

84.60

% 

74.20

% 

59.10

% 
75.40% 84.85% 88.00% 91.06% 

Average 
33.70

% 

45.40

% 

38.50

% 
60.10% 69.36% 78.91% 90.52% 

F1 Score SVM ANN KNN RF 
BNN-top-

1 

BNN-top-

2 

BNN-top-

3 

EatOut 0.087 0.349 0.32 0.635 0.636 0.742 0.864 

Personal 0.134 0.299 0.266 0.55 0.575 0.704 0.927 

Recreation 0.281 0.43 0.342 0.585 0.616 0.771 0.883 

Education 0.362 0.461 0.358 0.419 0.905 0.951 0.971 

Shopping 0.517 0.6 0.452 0.756 0.649 0.746 0.900 

Transportatio

n 
0.625 0.655 0.588 0.722 0.752 0.812 0.887 

Average 0.334 0.465 0.387 0.611 0.689 0.788 0.905 

 

Further, we conduct experiments on specific features to find out that how much the accuracy 

will decrease if such features are removed from modeling. Results are shown in Figure 5-3. 
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Figure 5-3 Accuracy deduction for removing different set of features 

 

As one can see from Figure 5-3, if the model does not include features from Google Places and 

Twitter, the accuracy will drop the most. Then the followings are features from trip information 

and ones from the trip duration and departure time. It is found that trip duration is one of the most 

important features in the model. Therefore, the trip duration is a significant factor to infer the trip 

purpose. The features from Google Places are also very significant. Further, the Twitter-related 

features will also improve prediction accuracy by itself. If we remove Google Places and Twitter-

related features, the accuracy will decrease by 8% and 2%, respectively. However, if both are 

missing, the accuracy will decrease by almost 16%. Therefore, Google Places and Twitter data are 

essential to improve the accuracy of predicting trip purpose. 
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 CONCLUSION 

First, we introduce a novel information retrieval method to match tweet with nearby Google 

Place Points of Interests (POIs) for trip prediction. The results show that our proposed method can 

reach up to 90% accuracy, whereas Foursquare tweet based method can only acquire 2%~16% 

accuracy. 

Second, this report implements a feature selection method with Elastic Net. Total 29 features 

out of 45 are selected for modeling. The feature selection procedure is essential in a sense that it 

remarkably reduces the running time of BNN by 75%, from 60 minutes to 15 minutes. 

Third, this study employs a Bayesian Neural Network to model trip purpose. And the BNN 

models outperform other prevailing algorithms. One major advantage of the Bayesian model is 

that it can return the possibility with each potential activity. The experiment shows a very high 

probability of correct prediction within the top 2 or top 3 ranked results. 

Fourth, we find out that Google Places and Tweet greatly increase the accuracy compared with 

the model with other features. We also discover that trip duration can also greatly increase the 

accuracy of trip purpose inference.  

Fifth, this study also purposes a Dynamic Bayesian Network to model and predict trip purpose. 

Extensive experiments were conducted on real-world data sets, and the results demonstrate 

advantages of the proposed method on accurately inferring the trip purposes. 

Our research has following possible applications. First, this can be utilized in activity-based 

travel demand modeling. Our method provides better results while predicting the trip purpose 

given a location. It can further enhance the accuracy of demand forecasting. The second is survey 

labeling assistance. Whenever a user finishes an activity, the survey labeling assistance service can 

give out three predictions, ordered by their probability. Then users can just choose the correct one 

instead of filling the survey. Our research also can be applied to the online recommendation. Once 

the user inputs a destination in the online recommendation system, the proposed method can 

provide a prediction what the user might do in that location. Based on the predicted activity, we 

can recommend shops or display corresponding advertisements to the user. In the future, 

researchers can come up with better methods to mine more useful information from social media 

data, and this information can benefit the modeling and estimation of travel behavior. 
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